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Abstract Authorship attribution is the problem of assigning an author to a document
of unknown authorship, given a candidate set of authors and their sample documents.
As a text classification task, this requires features that can capture the writing styles
of authors. In this work, we compare the filtered n-grams with the traditional or
unfiltered n-grams as features for authorship attribution. Filtered n-grams are the
n-grams formed after filtering out from the text certain kinds of tokens. We explore
the filtered n-grams formed after the removal of noun groups and verb groups. We
hypothesize that the remaining text should still be enough to capture the writing style.
Moreover, this removal makes possible the construction of new n-grams which would
have been missed otherwise. In our experiments, we find that filtered n-grams improve
the performance. In the feature ablation study, we confirm that this improvement is
due to the new n-grams which are possible only after filtering.

Keywords N-grams · filtered n-grams · writing style · authorship attribution · text
classification features

1 Introduction

Authorship attribution is the task of assigning an author to a document of unknown
authorship, given a set of candidate authors along with their sample documents
[1]. The problem has its origins in the mysteries of authorship disputes such as the
controversies over Shakespearean authorship, but in the modern world, it finds its
application in various business and professional needs such as plagiarism detection
and text forensics [2]. From a data mining perspective, this is a text classification
task which involves extracting effective features and using them with a classifier.
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For textual data, a widely used method to extract features is to represent the
document in terms of frequencies of N-grams. Traditionally, N-grams are constructed
linearly, but Sidorov [3] discusses few alternative nonlinear ways of constructing
n-grams to build more effective features for authorship attribution.

The simplest kind of nonlinear construction is skip-grams, i.e., to skip some tokens
while constructing the n-grams. As an example, from the text “how are you now”,
some possible skip-grams are “how you”, “are now”, “how now”, and “how you now”,
and “how are now". While this sounds simple, we must note that the number of all
possible skip-grams grows exponentially with the text size. Also, direct linguistic
interpretation is difficult [3].

A more sophisticated method is to follow the branches in the syntax tree of a
sentence to construct n-grams, giving us what are known as Syntactic n-grams.
Syntactic n-grams have experimentally been shown to be superior in performance to
linear n-grams, and highly effective for authorship attribution [4], the only downside
being the dependence on an accurate syntactic parser, and the parsing complexity
associated with parsing each sentence in the corpus.

Another method is to remove or filter out tokens of certain kind before forming
n-grams. Sidorov [3] has coined the term “Filtered n-grams” for this, but we found
very little work in the literature on applying this idea. Content words, such as nouns
and verbs, are indicative more of the subject matter and less of the style of indi-
vidual authors. Therefore, removing noun phrases, verb phrases, etc., from texts
before constructing n-grams will hopefully give us smaller number of more useful
features for authorship attribution task. This will not require complete parsing of
each sentence, and thus, will be computationally less expensive too. In this paper,
we explore the effectiveness of filtered n-grams so constructed for the authorship
attribution task. We demonstrate that filtered n-grams outperform the traditional or
the unfiltered n-grams as features for authorship attribution.

2 Related Work

The earliest reported case of computer-assisted authorship attribution is the work on
the Federalist Papers in 1960 [5]. It used Bayesian statistical analysis of frequencies
of a few common words (e.g., “upon”, “and”, etc.) to classify the disputed papers.
By the end of twentieth century, researchers had applied several common pattern
recognition algorithms and identified many effective and relevant features for the
task. Features such as word length, syllable length, sentence length, distribution of
parts of speech, function words, type–token ratio, vocabulary distributions, hapax
legomena (i.e., the number of words occurring only once), etc., were found effective
[6], and pattern classification techniques such as discriminant analysis, cluster anal-
ysis, principal component analysis, and neural networks had been applied [7–10].
Holmes [6, 11] provides a survey of the work done on authorship attribution before
twenty-first century. The first decade of twenty-first century saw remarkable diversity
in novel techniques such as Burrows’ delta measure [12], n-gram-based metrics [13],
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compression-based methods [14], and graph of stopwords [15]. Several studies [1, 16,
17] survey the methods before 2010. Post-2010, with the boom of the digital era, and
spurt in new form of writings such as blogs, emails, tweets, and programming code,
applications have become more diverse. Researchers are exploring short texts [18,
19], newer feature-sets such as specific character n-grams [20], and neural methods
such as LSTM and CNN [21, 22]. An assortment of techniques has been applied,
ranging from topic models [23], and language models [24] to syntactic n-grams [3].
Many interdisciplinary approaches have also been introduced, for example, based on
complex networks [25], cellular automata [26], graph theory [27], and probability
theory [28]. A recent ACM computing survey on computational stylometry [29]
summarizes the state of the art and mentions the list of publicly available datasets,
various classes of features, and various classification techniques.

Despite the diversity in techniques for authorship attribution, the general approach
is that of feature extraction followed by pattern recognition or classification. In the
next subsection, we describe the features widely used in the authorship attribution
literature.

2.1 Features for Authorship Attribution

The various features have been classified into lexical, syntactic, semantic and
application-specific categories [16, 29]. These features are described briefly below.

Lexical Features

Lexical features are extracted by processing the text at word or character level. At the
word level, features include average word length (measured in terms of characters),
average sentence length (measured in terms of tokens), the distribution of word and
sentence lengths, average number of syllables per word, frequencies of words, and
frequencies of n-grams of words.

A writer can also be distinguished by his repertoire of words. Some measures
have also been developed to capture the vocabulary richness of an author. Type–
token ratio is the number of types (i.e., unique word forms) divided by the number of
tokens in the author’s corpus. A writer with a richer vocabulary will use more unique
words, and his type–token ratio will be higher than an average writer. This ratio can
differ among authors, thus serving as a discriminating feature. The number of words
occurring only once or twice is called Hapax Legomena and Hapax Dislegomena,
respectively, and can also be indicative of vocabulary richness.

Features solely based on character-level processing have also been investigated.
Simplest ideas include frequencies of punctuations, digits, lowercase or uppercase
letters, etc. Much more researched is the idea of character-level n-grams [13, 16].
Frequencies of different character or byte-level n-grams have been used as features.
The advantages include minimal text preprocessing and being less prone to spelling
mistakes. The choice of n is highly problem-specific and also language-dependent.
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A large n leads to n-grams that may capture more lexical and contextual informa-
tion, whereas n-grams with smaller n may capture only subword or syllable-like
information.

Syntactic Features

At a level higher than that of tokens, information about syntactic structure of the
sentence has also been used to extract features. Feature-sets are constructed from
the output of taggers, chunkers, and parsers. Simple features include noun phrase
counts, verb phrase counts, length of verb phrases, counts of sequence of POS tags,
etc. Advanced features use the paths in the parse trees of sentences to build n-
grams. These are called syntactic n-grams [4]. In syntactic n-grams, the n-grams are
constructed by following the paths in the syntax tree of a parsed sentence. Firstly, a
sentence is parsed and its parse tree or a dependency parse is obtained. In these trees,
nodes are words. To construct an n-gram, n words in the path downwards from a node,
e.g., from the root, are chosen. Depending on different starting nodes and different
paths below them, multiple kinds of n-grams can be constructed. Syntactic n-grams
have shown to outperform the conventional n-grams in the authorship attribution
task [4]. The downside of syntactic features, of course, is their dependence on the
availability of accurate parsers, and the complexity of parsing.

Semantic Features

Very less work has been reported on the usage of semantic features. Authorship
attribution is more concerned with the style of the author, rather than the content
or theme of the texts. Hence, very less work is focused on capturing the semantics
of the text. Also, capturing higher level semantics as features is not very easy, and
techniques are very prone to vagueness and subjective interpretations.

Clark and Hannon [30] have reported a classifier based on synonym-based
features. They assume that the author’s style is reflected in his choice among
synonyms. For words with large number of possible synonyms, different authors will
have different preferences for the particular synonym they use. The frequency for each
word is weighted by the number of its synonyms. Thus, words with larger synonym
set will be given more weight, and the weighted features help in distinguishing
authors.

Application-specific Features

The features mentioned above are application or domain independent. For newer
and specific forms of texts such as emails, blog posts, tweets, online forums, HTML
texts, etc., application-specific features can be extracted. These can include email
signatures, URL counts, use of indentation, abbreviations, etc. If the text is in HTML
format, then HTML-specific features such as HTML tag distribution, font properties,
and their counts can also be used [29].

Once important features have been identified and extracted, then any classification
algorithm can be applied for authorship attribution.
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3 Methodology

This section describes the methodology that we use in this work to compare filtered
n-grams with unfiltered n-grams.

3.1 Filtered N-grams

In this work, we explore the filtered n-grams formed after removing noun groups and
verb groups from the text. We use the chunker available in the pattern python library
[31] to identify the NP and VP chunks (base noun/verb phrases that do not contain
other noun/verb phrases [32]). Table 1 shows some illustrative examples from the
literature dataset that we have used. After removing the NP and VP chunks, the

Table 1 Illustrative Examples of Filtered N-grams

Text type Text representation Sample N-grams formed

Without filtering The impetus was heightened by
those little events of the day which
had roused her discontent with the
actual conditions of her life
We were lying in the darkness of the
shadow of the wall of the great crater

The impetus, day which, had roused,
of her life; were lying, of the, great
crater

Chunked text [The impetus]/NP [was
heightened]/VP by [those little
events]/NP of [the day]/NP which
[had roused]/VP [her discontent]/NP
with [the actual conditions]/NP of
[her life]/NP
We]/NP [were lying]/VP in [the
darkness]/NP of [the shadow]/NP of
[the wall]/NP of [the great
crater]/NP

NP Removed was heightened by of which had
roused with of were lying in of of of

Traditional: had roused, which had;
were lying
New: by of which, with of; lying in
of, in of

VP Removed The impetus by those little events of
the day which her discontent with
the actual conditions of her life
We in the darkness of the shadow of
the wall of the great crater

Traditional: The impetus, of her
life; of the, great crater
New: impetus by, which her; we in
the

NP & VP removed by of which with of
in of of of

Traditional: -
New: by of which, with of; in of, of
of of
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Fig. 1 An Illustration of Filtered N-grams

sentences are stripped off the theme-specific words. The skeletons that remain are
hopefully sufficient to discriminate between the writing style of different authors.

Also, note that the filtered n-grams contain a combination of traditional and new
n-grams. The new n-grams are those which would have been missed had we not
filtered the text. Examples are “upon by”, “with of”, “by of which”, etc. (See Fig. 1
for an illustration.) Later, in our experiments, we also present a feature ablation study
in which these new n-grams are ablated from the feature set, and the performance is
found to get degraded, thus signifying their importance.

3.2 Dataset

The dataset used in our experiments comprises of 50 english literature books of 5
authors - 10 books per author. The authors and their book titles are mentioned in
Table 2. It is a subset of the 100 books dataset used by Rozz et al. [33]. All the books
are in the public domain, and their electronic versions can be downloaded from the
online repository of Project Gutenberg. To avoid the effect of different text-lengths
upon feature frequencies, all the books were truncated to 20 thousand tokens which
was found to be the length of the shortest book in the set.

3.3 Classification and Evaluation Procedure

We have used a fivefold cross-validation procedure throughout our experiments. The
dataset is divided into five folds or groups, and five iterations of training and testing
are performed with a different group being used as the test set each time. In each
iteration, the training and test sets comprise of 40 and 10 documents, respectively.
The split is stratified; i.e., the ratio of classes is balanced in each set. The training
set is used to build the model, and then the authors of the test set are predicted. The
average classification accuracy over the fivefolds is reported in the end.

The classification pipeline which we have used is as follows:
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Table 2 List of authors and their books used in this work. Source [33]

Author Book titles

Bernard Shaw (1856–1950) Arms and the Man, Caesar and Cleopatra, Candida,
Cashel Byron’s Profession, Heartbreak House, Major
Barbara, Man and Superman, Pygmalion, The Devil’s
Disciple, The Philanderer

Charles Dickens (1812–1870) A Christmas Carol, A Tale of Two Cities, David
Copperfield, Dombey and Son, Great Expectations, Little
Dorrit, Oliver Twist, Our Mutual Friend, The Life and
Adventures of Nicholas Nickleby, The Pickwick Papers

George Eliot (1819–1880) Adam Bede, Daniel Deronda, Felix Holt The Radical,
Impressions of Theophrastus Such, MiddleMarch,
Romola, Scenes of Clerical Life, Silas Marner, The
Essays of George Eliot, The Mill on the Floss

Herbert George Wells (1866–1946) Ann Veronica, In the Days of the Comet, Tales of Space
and Time, The Country of the Blind and Other Stories,
The First Men in the Moon, The Food of the Gods and
How It Came to Earth, The Invisible Man, The Island of
Doctor Moreau, The Time Machine, The War of the
Worlds

Oscar Wilde (1850–1900) A House of Pomegranates, An Ideal Husband, A Woman
of No Importance, Intentions, Lady Windermere’s Fan,
Lord Arthur Savile’s Crime and Other Stories, The
Duchess of Padua, The Importance of Being Earnest, The
Picture of Dorian Gray, Vera

• Document Preprocessing: The texts are lower-cased, tokenized, and chunked into
noun phrases (NP), verb phrases (VP), etc. The NP and VP chunks are removed
depending upon the experiment.

• Feature Representation: The preprocessed documents are converted into a
document-term matrix in which rows represent documents, and columns repre-
sent the filtered n-grams. Values in this matrix are the frequencies of the
filtered n-grams in the documents. Each row is the feature representation of the
corresponding document.
While forming n-grams, size range from 2 to 4 is used. This means all the bi-
grams, tri-grams, and 4-grams that are possible to be formed from the training set
are formed, and their frequencies in each document are computed. The n-grams
having document frequency less than 5 are removed. These are the n-grams that
are too infrequent, and unnecessarily increase the feature space dimension, and
hence, are removed. The reason for not using the n-grams outside the size range
from 2 to 4 is because (i) uni-grams cannot be used to differentiate between filtered
and unfiltered n-grams as there are no new uni-grams formed after filtering, and
(ii) n-grams of size bigger than 4 are too infrequent. N-grams of size-range 2 to
4 seem enough to capture most of the patterns of writing style.

• Feature Subset Selection: We select the N most differential features. These are the
features which are used more by one author but less by others. To identify these, a
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numeric value denoting the differential capacity is calculated for each feature, and
the N features with highest values are picked. To calculate the differential values,
the following procedure is followed for each feature. Firstly, its frequencies per
author are calculated. Then, its highest frequency among authors is multiplied
with the number of authors. Lastly, from this value, the feature’s actual total
frequency in the documents is subtracted. The resulting value is considered as a
numeric measure of the differential capacity of the feature. After calculating this
value for each feature, the top N differential features are selected.

• Training and Testing: We use a classification scheme of K-nearest neighbor (K-
NN) classifier with K = 5 and Euclidean distance. We use K = 5 because it is a
reasonable choice for our dataset of 50 samples, and we use Euclidean distance
because it is a simple yet effective metric of inter-textual distance used in author-
ship attribution [2]. The implementations found in the Scikit-learn [34] machine
learning library are used.

Because K-NN is an instance-based classifier, no explicit training is needed, except
that all samples are converted to their feature representations. During the testing-
phase, to classify a test-sample, first, its feature representation is compared with
that of all the training-samples using Euclidean distance, and the five least distant
training-samples are identified as its five neighbors. The test sample is assigned the
class to which the majority of its neighbors belong. All the samples in the test set are
assigned authors, and these predictions are compared with actual authors to calculate
the accuracy.

4 Experiments and Results

4.1 Comparing the Performance of Filtered and Unfiltered
n-grams

Using the literature dataset, the fivefold cross-validation procedure, and the classi-
fication mechanism described earlier, we compared the performance of filtered and
unfiltered n-grams. The three filtering criteria, viz. removal of noun groups, removal
of verb groups, and removal of both, were tried. In all the four cases (including the one
in which no filtering was done), experiments were carried out with different number
of top differential features—starting from 100, doubling till it remains below another
power of 10 (e.g., 1000), and then repeating so on. Because the feature set size was
around 8000 when both NP and VP chunks were removed, we did not try larger
feature sets except a final case in which we used all the features, i.e., without any
feature selection. The average classification accuracies over five folds are reported
in Table 3.

When no filtering was performed, the best accuracy was 70% with around 800
features. Adding more features did not improve but degraded it. Removal of only
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Table 3 Classification accuracies with different number of differential features

100 200 400 800 1000 2000 4000 8000 All features

Without Filtering 66 68 66 70 70 68 68 68 68

NP removed 70 72 70 74 74 74 74 76 76

VP removed 58 64 60 64 60 60 62 62 62

NP & VP removed 74 76 78 76 76 76 80 80 80

VP chunks did not prove useful with its best accuracy as 64%—much below the
unfiltered case. Removal of only NP chunks and removal of both NP and VP chunks
showed significant improvements in accuracies, upto 76% in the former, and upto
80% in the latter. There was also an overall increase in accuracy on increasing the
number of differential features.

The finding, that when noun groups and verb groups were removed, the perfor-
mance increased upto 10%, supported our hypothesis of filtered n-grams performing
better than the unfiltered ones.

4.2 Feature Ablation Study

To further analyze the increase in performance achieved with filtered n-grams, we
performed a feature ablation study. As described earlier too, the filtered n-grams
contain a combination of traditional and new n-grams. The new n-grams include the
ones only possible to be formed after filtering, such as “in of”, “of of”, “with of”, “of
who”, “by of which”, etc. Few illustrative examples were given earlier in Table 1.
We hypothesize that the improvement in performance is due to these new n-grams.
In our ablation experiments, we removed the new n-grams from the feature-set, and
then re-run the experiments. Significant drops in performance were observed.

To distinguish between the traditional and the new n-grams in the feature-set,
we maintained beforehand a list of all the n-grams of size from 2 to 4 possible to
be formed from the corpus without filtering, and for each feature in the feature-set,
checked whether it was present in that list or not.

The feature ablation results corresponding to the best accuracies achieved in Table
3 are shown in Table 4. The average values over the 5 iterations of 5FCV are shown.
The accuracy improvements of 76% and 80% upon filtering NP and VP chunks
can be observed to drop down to 70% which was also the best accuracy achievable
by unfiltered n-grams. This further validates our hypothesis that the 6% and 10%
increase in accuracy was due to the new n-grams formed due to filtering. Also, these
new n-grams make up a significant portion of the entire feature-set. When only noun
groups are removed, around one-third, and when both noun groups and verb groups
are removed, around two-third are the new n-grams.



388 M. Singh and K. N. Murthy

Table 4 Feature Ablation Results (When the new n-grams formed after filtering are removed from
the feature set)

Filtering
Type

Total no.
of
features
used

No. of
traditional
n-grams

No. of
new
n-grams

Percentage
of new
n-grams
(%)

Original
accuracy
(%)

Accuracy
after
removing
the new
n-grams
(%)

Decrease
in
Accuracy
(%)

NP
removed

8000 5444 2556 31.95 76 70 6

NP and
VP
removed

8000 2881 5119 63.99 80 70 10

5 Conclusion and Future Scope

In this work, we compared the performance of filtered n-grams with unfiltered n-
grams using an English literature dataset. The best performance achievable by unfil-
tered n-grams was 70%, whereas, using the filtered n-grams, the accuracy improved
to 76% when only noun groups were removed from the text, and to 80% when both
noun groups and verb groups were removed. This removal of theme-specific words
from the text leaves only the skeleton of sentences, and these are enough to capture the
writing styles of authors. The n-grams constructed from the remaining text contain
some new n-grams which would not have been possible without filtering. These new
n-grams help improve the authorship attribution. In the feature ablation study, we
confirmed this when we found that the 6% and 10% increase in performance was due
to these new n-grams. Thus, in this work, we found filtered n-grams can be effective
features for authorship attribution.

Future work can involve exploring other possible filtering criteria, exploring the
idea of automatic discovery of optimal filtering criteria, and using filtered n-grams
for text classification tasks other than authorship attribution.
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