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Abstract 

 
 

Parallel texts are scarce resource and have 
begun to serve as an appealing source of data for 
corpora based approaches for Natural Language 
Processing.  This paper describes what we can do 
with the parallel text and how we can construct a 
dictionary, which is essential resource ( in an 
automatic way) for most of the natural language 
processing tasks  machine translation, information 
retrieval system, information extraction, word sense 
disambiguation, and so on.  
 
 
1. Introduction 
 
Parallel texts are scarce resource for Natural 
Language Processing. Many researchers are finding 
such kind of resources and constructing manually if 
it is necessary. It is really time consuming when 
manually building this.  

Available resources where we can find parallel 
text are newspapers, bible, and stories and so on. 
 Corpus-based analysis is especially needed for 
corpora from specialized fields for which no 
electronic dictionaries or thesauri exist. 
 Researchers have devised methods to mine the 
internet for large amounts of parallel corpora 
automatically with relatively minimal manual labor 
at high accuracy levels [16].  
 
2. Myanmar Language 
 
Myanmar language is like Chinese, Japanese, India, 
and Thailand and so on in Asian Languages. The 
words are not separated by the space. Therefore, it is 
considerable more difficult than for Western 
Languages. 

What a difficult for researcher is we don’t have 
any free available monolingual or bilingual machine 
readable dictionary for research purpose. The lack of 
such kind of resources prevents the researchers for 
further study. 

 
 

 
 
 
Therefore, we have to find the way how to 

determine the words in the sentences without using 
the dictionary.  

 
2.1. Segmenting Myanmar Language into 
words 
 
After observing the Myanmar sentences, what we 
found out is that it can be tokenized by using the 
stop list.  The stop list is closed word. In figure 1, 
the underlined words are showing an example how 
we can detect the words in the sentences by utilizing 
the stop words. We performed preliminary 
observation using the newspapers in order to get the 
stop words. 

We need to look at “stop word”. It is also called 
closed word. The removal of closed word items is 
necessary from alignments since they are a source of 
noise [6]. The elimination of stop word like this can 
get the root or stem of the word, for example, 
“yef;rsm;” (“rsm;” is used as postfix for plural) will 
become “yef;”(singular) . On the other hand, it may 
discard some words, for example, the object particle 
“udkk” and the noun “tudk” (brother). 
 For example, “oefU&Sif;vwfqwf” is two words 
“clean, fresh” in English words. It needs further 
more processing to determine the words like that 
because there is no stop word between them. 
 Another good fact in Myanmar language is that 
it has simple enough morphological structure. 
 Let see the following examples: the words 
which are expressed in parentheses can be treated as 
the stop words. After removing this we could even 
get the stem or root form of the word. 
Single  man a,mufsm; 
Plural   men a,mufsm;(rsm;) 

Present  eat pm;(onf) 
Past   ate pm;(cJUonf) 

 
3. Preparing for further processing 
 
Once we have parallel texts, we have to do two 
tasks: Sentence Alignment and word alignment.  



 
3. 1. Sentence Alignment 
 
As we’ve mentioned above, if we manually align the 
parallel text, it is very costly in time and labour. 
Therefore we need to find how we can align pair of 
text automatically.  
 The purpose of sentence alignment is to identify 
correspondences between sentences in one language 
and sentences in another language. Note that most of 
the time, a sentence is matched with one or two 
sentences in the other language.  
 [18] described a method based on the words that 
sentences contain. [3] proposed that relies on the 
simple model of character lengths. They use the 
heuristics of finding the mark sentence boundaries 
and paragraph boundaries with a delimiter character, 
the use of the sentence length, the number of words 
in sentences, and the number of characters in 
sentences.  
  
3. 2. Word Alignment 
 
Word alignment is to identify word correspondence 
that are translations of each other based on 
information found on parallel text. 
 In word aligning, there may have the problem to 
detect the mapping of compound word of both 
languages.  
 In [7], researcher finds the alignment that 
maximizes the probability of generating the corpus 
with this translation model. 
 Figure 1 shows the word correspondence of 
Myanmar and English sentence. 
  
4. Automatic Bilingual Dictionary 
Construction 
 
Once we have the alignment words, we can 
construct the bilingual dictionary. It is promising 
fact we should follow. There are many reasons 
difficult to get the up-to-date dictionary. 

Dictionary can not contain all the words in real 
world. It is note that the numbers of the words 
included in dictionary are not the same with each 
other. The reason is most of the published dictionary 
can not be updated by month or year. And newly 
words are appeared in real world nearly everyday. 
And many of the technical terms would be missing 
in a great dictionary. 
 [3] also claimed that “aligning sentences is just a 
first step toward constructing a probabilistic dictionary 
for use in aligning words in machine translation or for 
constructing bilingual concordance for use in 
lexicography”. 

For example, if the company produces a new 
product. They will give a new name to that product. 
That can become a new word in later dictionary 
update. And also new words can appear in today 

world because of new weather condition, new 
products, new company, new disease, and so many 
reasons. 

Nowadays, researchers are trying the way how 
we can construct up-to-date dictionary in an 
automatic way.  

[8] proposed to build a probabilistic lexicon 
which assigns to each possible transition of an entry 
a probability measure to indicates how likely the 
translation is.  
 
4.1 Overview of system 
 
 Figure 3 shows the proposed system.  
Step 1: Accept pair of Myanmar and English files in 

HTML or SGML format.  
Step 2:These files are passed to Sentence Alignment 

tool. The file output is Sentence Aligned 
Corpora. 

Step 3: English is well-developed, and there are 
many freely available resources for that 
language. English text files are passed to 
Parser and it will produced Part-of-speech 
tagged output. Figure 2 describes that the 
output from the parser. After that, using 
English Stop word list file, remove the stop 
words and non-POS tagged word from these 
files. Depending on the parser, we need to 
pass the POS tagged word to the 
morphological analyzer.  

Step 4: Segment the words in Myanmar files using 
Myanmar Stop word list file, and remove the 
stop words. In this step, human intervention 
is necessary to add single words to the single 
word list file. There are still some more 
problems for detecting the compound word 
as well as two or more words which is 
combined and no stop words between them. 
Using Single word file and split the 
combined word and again update the single 
word file.  

Step 5: The output from Step 3 and Step 4 are 
passed to Word Alignment tool which is the 
statically alignment tool. The result from this 
step is the aligned words. The high frequency 
words are taken to insert to Bilingual 
Machine Readable Dictionary. It is better if 
the bilingual lexicon created after smoothing 
the frequency counts would improve its 
quality.  

 
4.2 The applicability of bilingual dictionary 
 
Bilingual dictionary are an important resource for 
humans and automated natural language processing 
systems alike. When translating technical or 
specialized text, it can be very important to have a 
bilingual dictionary that tells if and how certain 
terms are translated. The ability to automatically 
create such resources from parallel text would make 
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it possible to quickly extend a fairly generic 
bilingual lexicon to a more specialized domain [5].  
 
4.2.1 Machine Translation 
 
Systems that perform Machine Translation (MT) are 
most probable users of bilingual lexicons as these 
are one of the most important components of such 
systems. The quality of the resulting translation 
greatly depends on the quality of the lexicons. A MT 
system does not have an entry for each word of the 
text to be translated, and then even a word to word 
translation is impossible [5]. 
 
4.2.2 Information Retrieval 
 
Nowadays, Google like such engine embed a cross 
language cross-language IR systems. Information 
Retrieval (IR) systems search and retrieve relevant 
documents based on a query. Mono-lingual IR 
systems find the documents only in the language of 
the query. For example, a query in English that 
includes the term AIDS in English will not find 
possibly relevant information in other languages. 
Thus, there is a need for cross-language IR systems 
which retrieve relevant documents in a language 
other than the query language [5]. 
 
4.2.3 Word Sense Disambiguation 
 
Word Sense Disambiguation (WSD) is still open 
problem. Word sense Disambiguation is the process 
of distinguishing between different senses of an 
ambiguous word given in the context.  
 For example, the word ‘function’ can be 
‘mathematical function’ as well as ‘social gathering 
party’. 
 As WSD is an intermediate task in many NLP 
tasks, resolving ambiguity in NLP can provide a lot 
of promises in solving these NLP tasks such as 
machine translation, query-based information 
retrieval and information extraction, and Question 
and Answering system, etc. 
 High quality lexical resources are needed to 
both train and evaluate WSD system [15]. Parallel 
corpora are one of the promising resources to do that 
and much interest is achieved to apply in WSD 
within multilingual frame work [6]. 
 [9] describes that an unsupervised method for 
word sense disambiguation using a bilingual 
comparable corpora. [6] proposed the idea which is 
finding the evidence that support in determining the 
correct selection of sense for the targeted word using 
the multilingual corpora. [2] have done word sense 
disambiguation system using parallel texts.  
  
5. Conclusion and future work 
 
In this paper, we have presented a method to 
construct a machine readable dictionary. Although 

this method merely show an idea, we want to shed a 
light to Myanmar NLP which is needed much work 
to be done. We conduct a manual experiment to 
investigate the feasibility of using parallel corpora 
for identifying such a system.

By construction a lexicon like that may be 
affected by factors such as the quality of the 
translation of parallel corpora, the accuracy of 
sentence boundary marker, and the accuracy of word 
segmentation, incompleteness and inconsistency in 
translation, misspellings of words in both language,  
and these factors even degrade the quality of the 
resulted lexicon.  

In the future work, we intend to modify this 
method by mapping existing popular resource, 
lexical resource like WordNet Ontology (which has 
been used extensively for its wide coverage, and 
large network of semantic relations), in order to get 
the senses, synonym like lexical relation, and 
hypernym like conceptual relation and so on for 
disambiguation word sense [14].  
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Showing Example Stop Words in the sentence:  rl;,pfaq;0g;
1
 onf EkdifiHtm;vkH;

2 
\ vlxkvlwef;pm;

3
 

tvTmtoD;oD;
4
 ukd xkd;azguf0ifa&muf

5
 aeonfh jyóem

6
 

qkd;BuD;
7 
wpfck jzpfonf/

Myanmar  (Meaning in English) 
\ of  
udk object particle  
onf subject particle The devastating

1
 problem

2
 of narcotic

3
 drugs

4
 had 

penetrated
5
 all

6
 walks

7
 of

8
 life

9
 throughout the 

international
10

 community
11

. 

jzpfonf is 
 

 

M 1 2 3 4 5 6 7   
 
  
 
E 1 2 3 4 5 6 7 8 9  
 
 

Figure 1.  Showing Annotation of words 
 
The devastating.g problem.n [of] narcotic.n drugs.n had.v penetrated.v all walks.n of life.n throughout the 
international.a community.n 
 
 
   

Figure 2. The POS information obtained from a parser 
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Figure 3. Proposed System Flow 
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