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Abstract. Translation requires transfer of lexical items (words / phrases)
from Source Language to Target Language and also reordering of the
transferred lexical items as appropriate for the target language. What-
ever be the approach used, quality of translation depends on both the
quality of lexical transfer and quality of reordering. In this paper, we
explore how good the state-of-the-art sequence-to-sequence Transformer
model is in reordering. Reordering models are tested for sequence to se-
quence mapping from an Intermediate Language (which uses the words of
the target language arranged in the source language order) to target lan-
guage. We build models using the samanantar English-Kannada parallel
corpus. BLEU, TER and RIBES scores show significant improvement
after reordering. We have also tested our models on the Machine Trans-
lation task as a whole. Compared to the default lexicalized reordering
models used in Statistical Machine Translation, our transformer based
reordering models have shown better performance.

Keywords: Machine Translation, Natural Language Processing, Trans-
formers, Reordering

1 Introduction

Translation requires transfer of lexical items (words and phrases) from Source
Language (SL) to Target Language (TL) and also reordering of the transferred
lexical items as appropriate for the target language. Any approach to Machine
Translation (MT) has to do these implicitly or explicitly. Traditional rule based
MT (RBMT) [7] - transfer based methods in particular, perform transfer at
morphological and syntactic levels explicitly. Statistical MT (SMT) [4,13], a
more modern data driven approach, builds a lexical table and a phrase table
(translation model) from a parallel corpus, which are used for lexical transfer.
SMT also learns a reordering model from the parallel corpus. The translation
model and reordering model are combined with language model in a log-linear
function to generate translations during a process called decoding. Neural MT
[1,24] implicitly learns to translate SL texts into TL texts in appropriate word
order. Whatever be the method, quality of translation depends on both the
quality of lexical transfer and quality of reordering.

Modern approaches to MT recognize the fact that words may have multi-
ple meanings and connotations, and disambiguation is best done by considering
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the sentential context in which they occur. That is perhaps why lexical trans-
fer and reordering are not considered as independent tasks. However, lexical
items are much smaller and structurally much simpler than sentences. Also, the
number of possible lexical items is much smaller when compared to all possible
sentences, which is open ended and unbounded. Therefore, conceptually, lexical
transfer is a much simpler task compared to sequence to sequence operations
such as reordering. Further, the morphological complexity (including inflection,
derivation, phonetic conflation, compounding etc.) vary widely across languages.
Degree and nature of lexical ambiguities are also not the same in all languages.
Word order is very rigid in some languages, while it is relatively free in other
languages. Instead of the same-size-fits-all approach, exploring lexical transfer
and reordering individually can give us new insights and open up new doors for
research. In particular, here we focus on the question of how good the latest
models are in the reordering task.

Suppose the MT task starts by transferring SL. words to TL words arranged
in SL word order. We call this intermediate language (IL). Next, the words in
IL text are reordered using a reordering model. See fig. 1.

SL: Source language IL: Intermediate language TL: Target language text

words: SL words: TL words: TL
Order: SL Order: 5L Order: TL

Fig. 1. Typical workflow of MT in explicit lexical transfer followed by reordering com-
pared to standard MT models.

In this paper, we explore how good the state-of-the-art sequence-to-sequence
Transformer model [24] is in reordering. The transformer reordering model is
built using parallel corpus of IL sentences and corresponding TL sentences. Such
a training data is prepared using word-aligned parallel corpus trained using IBM
models of SMT [4]. Word alignments from SL to TL help us in arranging TL sen-
tences in SL word order. We then train IL-TL transformer reordering model. We
test the reordering model for English and Kannada languages. English belongs
to Indo-Germanic language family and Kannada belongs to Dravidian language
family. These languages differ widely in morphological and syntactic structures
making them good candidates for testing reordering. Results on reordering test
sets have shown a substantial improvement in BLEU score from 51.5 before
reordering to 85.1 after reordering using transformer reordering model for En-
glish. It improved from 47 to 77 for Kannada. Reordering model is tested on MT
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task also, by applying it after generating monotone (SL ordered) SMT decoder
output. Promising results were shown for English to Kannada.

2 Related Work

Simplest reordering in phrase-based MT [13] is a distortion probability distri-
bution model that models the jump of phrase from one position to another.
Tillman [23] proposed a lexicalized reordering model that predicts whether next
phrase should be oriented to the right (monotone), left (swap) or a different
position (discontinuous) relative to the previous translated phrase. This is the
most commonly used baseline model in SMT. Li et al. [15] used a neural re-
ordering model comprising of recursive autoencoders to learn the orientations.
In all these methods, reordering model is combined with translation model and
language model during decoding. Here we rather train a sequence-to-sequence
reordering model, which is used to reorder after translating words/phrases.

Very few works in MT literature have had a separate reordering model. Ban-
galore and Riccardi [2] developed stochastic finite state models for lexical choice
and reordering separately. The lexical choice model outputs a sequence of TL
words for a given SL sentence. A stochastic finite state transducer learnt from
a parallel corpus of source-ordered TL words with their corresponding TL sen-
tences, is used to convert the TL words from lexical choice to a set of reordering
rules. Sudoh et al. [22] do a translation from Japanese to English by training
two SMT models: first, to translate Japanese to English in Head-Final English
(HFE) ordering which is a feature native to Japanese. Second SMT model learns
to reorder HFE to appropriate English. The English portion of the parallel cor-
pus is reordered according a set of rules for getting HFE. Our work is similar,
where we use word-alignments from IBM models instead of linguistic rules to
get a parallel corpus of IL-TL sentences. More information on reordering models
for MT can be found in a comprehensive survey by Bisazza and Federico [3].

Here we use transformers to build reordering models. Transformers are the
backbone of many state-of-the-art NLP models including BERT [5], GPT [18],
BART [14], etc. They have consistently outperformed the previous models in
various tasks like machine translation, text summarization and question answer-
ing on standard data sets [5,24]. In applications of computer vision, transformers
have shown remarkable results [6,10]. Transformer learns the representations of
input and output sequences, completely on a self-attention mechanism, without
using any recurrence mechanism in its architecture. This mitigates the prob-
lems of long-distance relationship and catastrophic forgetting as with earlier
RNN based networks. The authors of the original paper further claim that self-
attention mechanism implicitly models the structure of sentence, making the
transformer model more interpretable. For more details on transformer network,
see Vaswani et al. [24].
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3 Experiments

3.1 Dataset and Preprocessing

All the experiments in this work are done on English-Kannada (en-kn) language
pair. English and Kannada belong to distinct language families. Kannada is
agglutinative, morphologically rich and a free word order language but with a
default subject-object-verb order. English is a relatively more isolating language
with subject-verb-object word order.

English-Kannada parallel corpus from samanantar [19] is used for all the
experiments. samanantar is a repository of large-scale parallel corpora for Indic
languages, collected mostly by web-scraping and aligning similar sentences in web
scraped texts. There are 4014931 translation pairs with around 27.7M words in
English and 36.9M words in Kannada.

We have preprocessed the dataset for our experiments using open source
tools. English side of the dataset is truecased and tokenized using the recaser
and tokenizer respectively, provided with Moses SMT toolkit [12]. Kannada text
is tokenized using Indic NLP library'. The tokenized parallel corpus is then
cleaned to remove very long sentences (> 80 words) and empty lines on source
and target sides, using corpus cleaning script provided with Moses.

The dataset required for training our reordering model is actually a parallel
corpus where one side is IL and the other side is TL. We take the en and kn sides
from the cleaned samanantar corpus and create two parallel corpora: I L., —en
and ILy, — kn. IL sentences are generated using alignments learnt by training
SMT models. The corpora obtained thus are split into training, development
and test sets. 500 sentences are randomly picked for development set and 3000
sentences are randomly picked for test set. Remaining sentences are used for
training. Subword tokenization is learnt for the two datasets using byte-pair-
encoding (BPE) technique with 32000 symbols [20]. The datasets are then BPE
tokenized before proceeding for training.

3.2 Training

We train two phrase based SMT systems: en-kn and kn-en using Moses. These
models are useful for obtaining IL and testing the reordering models later.
Cleaned samanantar parallel corpus is used for training. 5-gram language models
with Kneser-Ney smoothing are built with kenlm provided with Moses. Mono-
lingual datasets for building LM are obtained from Kakwani et al. [9]. We use the
option grow-diag-final-and for learning alignments and msd-bidirectional-fe
for learning lexicalized reordering.

We build two transformer reordering models: I L.,, —en and I L, —kn. Open-
NMT [11] is used for training. Hyperparameter settings for the transformer net-
work are similar to Vaswani et al. [24], except the word-embeddings. Vocabulary
and word-embeddings are shared across input and output, since the words in

! https://anoopkunchukuttan.github.io/indicnlplibrary/
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IL and TL are same. Encoder and decoder stacks consist of 6 layers each. The
model dimension d is 512. Batch size is 2048, validation batch size is 128. Train-
ing steps are 200000 and validation steps are 10000. Attention heads are 8 and
attention dropout is 0.1. Optimization is done using Adam optimizer. Training
is done on 2 NVIDIA GeForce RTX 2080 GPUs. The training takes around 12
hours for IL.,, —en and 14 hours for I Ly, — kn.

3.3 Evaluation

Evaluation is done using BLEU [17], TER [21] and RIBES [8] scores. BLEU
(BiLingual Evaluation Understudy) uses a modified precision based score that
counts n-gram matches between the hypothesis and reference translations. TER
(Translation Edit Rate) is based on edit distance between hypothesis and refer-
ence which includes a shift operation alongside insertion, deletion and substitu-
tion. RIBES (Rank-based Intuitive Bilingual Evaluation Score) directly measures
the reordering between hypothesis and reference translation using rank correla-
tion coefficients. The word ranks (indices) in reference are compared to those of
the corresponding matching words in the hypothesis to compute the correlation
coefficient. For testing our task, RIBES and TER are more relevant.

We evaluate our reordering model in two settings. In one, we report BLEU,
TER and RIBES scores before and after reordering on the test sets we cre-
ated from IL-TL parallel corpus. We call these reordering test sets. Evaluation
on these shows whether transformer is good at reordering. The sentences in
these test sets represent an ideal situation where lexical transfer is at its best.
To check how they perform in a more realistic setup of MT, we also test the
models by using them to reorder the monotone-ordered? SMT decoder output.
We compare the BLEU, TER and RIBES scores of this reordered output with
the decoder output generated using the baseline lexicalized reordering in SMT.
It may be noted that while lexicalized reordering is combined with translation
and language models, we do transformer reordering separately after generating
monotone ordered decoder output which resembles our IL. For these, we use test
sets provided by Workshop on Asian Translation (WAT) 2021 [16].

3.4 Results

The results are reported in tables 1 and 2. Table 1 shows BLEU, TER and
RIBES on the test set before and after reordering. All the scores increase sub-
stantially after reordering using the transformer model, showing the promise
of transformer for reordering. Table 2 shows MT evaluation results on test set
provided with WAT2021 benchmarks dataset. For English to Kannada MT, re-
ordering separately using transformer model is better than lexicalized reordering.
This is evident from TER and RIBES scores. For Kannada to English MT, lexi-
calized reordering gives better results compared to separate transformer model.
However, when we look at the counts of edit operations in TER computation

2 use option -dl 0 in Moses during decoding to generate monotone ordered output
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(table 3), we see that shifts are lesser with transformer reordering compared to
insertions, deletions and substitutions for both language pairs, indicating the
efficacy of transformer reordering model.

Table 1. BLEU and TER scores on reordering test set before and after reordering

using transformer model

Language|Metric|Before Reordering|After Reordering
BLEU 47.7 77.4
Kannada |RIBES 0.693 0.929
TER 0.382 0.117
BLEU 51.5 85.1
English RIBES 0.739 0.961
TER 0.360 0.095

Table 2. BLEU and TER scores of SMT output with lexicalized reordering model and
transformer reordering model on WAT2021 test sets

Language Pair |Metric|Lexicalized Reordering|Transformer Reordering
BLEU 19.9 16.0
Kannada-English| RIBES 0.541 0.537
TER 0.754 0.772
BLEU 9.2 9.2
English-Kannada|RIBES 0.423 0.465
TER 0.891 0.867

Table 3. Edit operations in TER when outputs are compared with reference transla-

tions

Language Pair |Edit Ops. |Lexicalized Reordering|Transformer Reordering
Insertions 3423 2525

. . |Deletions 5463 7253
Rannada-English| 1 c561itions 15637 15798
Shifts 4494 4160

Insertions 2586 2444

. Deletions 3043 3233
English-Kannadalg 1 5ttions 15851 15749
Shifts 2984 2388
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4 Conclusions

In this paper we have explored transformers for reordering in MT. We build
models using the samanantar English-Kannada parallel corpus. Our experiments
show that transformers are good at the reordering task. This will hopefully
encourage further explorations in this direction and open up new avenues of
research in the field of MT.
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