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Abstract

Word embeddings have recently become a vital part of many Natural Language Processing (NLP)
systems. Word embeddings are a suite of techniques that represent words in a language as vectors
in an n-dimensional real space that has been shown to encode a significant amount of syntactic and
semantic information. When used in NLP systems, these representations have resulted in improved
performance across a wide range of NLP tasks. However, it is not clear how syntactic properties
interact with the more widely studied semantic properties of words. Or what the main factors in
the modeling formulation are that encourages embedding spaces to pick up more of syntactic be-
havior as opposed to semantic behavior of words. We investigate several aspects of word embedding
spaces and modeling assumptions that maximize syntactic coherence — the degree to which words
with similar syntactic properties form distinct neighbourhoods in the embedding space. We do
so in order to understand which of the existing models maximize syntactic coherence making it a
more reliable source for extracting syntactic category (POS) information. Our analysis shows that
syntactic coherence of S-CODE is superior to the other more popular and more recent embedding
techniques such as Word2vec, fastText, GloVe, and LexVec, when measured under compatible pa-
rameter settings. Our investigation also gives deeper insights into the geometry of the embedding
space with respect to syntactic coherence, and how this is influenced by context size, frequency of
words, and dimensionality of the embedding space.
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1 Introduction

The Word2vec [45, 47, 48] model has been highly influential in the NLP community, as it has
convincingly showed that a remarkable amount of linguistic knowledge implicit in textual
data can easily be extracted and encoded as distributed and continuous representation of
words known popularly as word embeddings. Word embeddings are said to be distributed,
as the representation of a word depends on the representation of other words, and contin-
uous, since the words are represented using continuous numerical values. The success of
Word2vec gave rise to other widely used word embedding models such as GloVe [55] and
fastText [7]. These algorithms, are in many ways an extension of similar ideas first explored
in techniques such as Latent Semantic Analysis [15, 33]. Embedding algorithms process
word co-occurrence information in a large text corpus, either implicitly via prediction using
Artificial Neural Networks (ANNs) or explicitly through count based statistical models, to
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embed words as points, or equivalently, as vectors from the origin to these points, in an n-
dimensional Euclidean space having an emergent property that similar words tend to occupy
similar spatial positions. Thus word similarity, and hence word meaning, is implicit in the
representation. Here meaning of a word is expressed in relation to other words that share
its context. This is known as distributional semantics [27] - words with similar contexts tend
to have similar meanings. Context of a word is defined as the set of words that co-occur
with it within a specified window, in the sentences in a given corpus. The idea that word
meaning is a function of context is in contrast to traditional sources of word meaning such
as dictionaries. With meaning encoded within the representation, word embeddings have
been able to impart NLP systems with an intrinsic notion of linguistic knowledge which was
otherwise only possible extrinsically via handcrafted rules and separate knowledge resources
such as WordNet [49]. Apart from being used as good representation of words in NLP
systems, word embeddings have also been seen as a stand-alone linguistic resource. Word
embeddings have been used to induce bilingual lexicons by aligning separately learned word
embedding spaces from two different languages [46, 24], to study diachronic evolution of
languages to measure semantic change over time [26, 58], etc. Another major direction of
research interest has been to understand the nature of information encoded in the space and
its mechanisms [39, 3, 50].

Capacity of word embeddings to capture both syntactic and semantic aspects of world
knowledge has been mainly showcased by the ability to solve word analogy problems such
as of the form – if A is to B then C is to what? eg. syntactic - run:ran :: sleep:slept,
semantic - Japan:Tokyo :: China:Beijing. Word embeddings are able to predict the ap-
propriate answer word, the underlined word in the above analogy expressions, because the
relation between two words is captured by the vector difference between those words, which
in ideal conditions, is expected to be constant for any pair of words sharing that relation.
While this ability does not seem to correlate well with performance in specific NLP tasks
such as Named Entity Recognition or Sentiment Classification [64, 11], and has been subject
to criticisms [41], it nonetheless has become a benchmark test for judging embedding qual-
ity. Word analogy problems and other evaluation measures show that both syntactic and
semantic information available in textual data can be captured by the embedding algorithm
as functions of word context. However, all this opens up a few pertinent questions – Are
syntactic and semantic aspects interleaved and tightly bound to each other in the embedding
space? Or are they separate functions of word context, can they be separated out? Are there
major factors in the modeling formulation that encourage embeddings to pick up more of
syntactic information than semantics? if so, can the existing embedding algorithms be used
to extract syntactic word category information? Unsupervised learning techniques that can
induce syntactic category or parts-of-speech (POS) of words are of great value especially for
NLP systems in resource poor languages where good quality POS tagged text data is not
widely available. If word embedding spaces exhibit high degree of syntactic coherence, ie.
if words with similar syntactic properties are located in distinct neighbourhoods in the em-
bedding space, then the words may perhaps be automatically classified to different syntactic
categories by cluster analysis of the embedding space.

In this work we probe word embedding spaces for syntactic coherence. Syntactic coher-
ence is the degree to which words in a neighbourhood in the embedding space are of similar
syntactic category. In this paper we restrict ourselves to understanding the geometry of
word embeddings spaces with respect to syntactic coherence, we do not attempt to perform
POS induction via clustering. We use the 100-Million-word POS tagged British National
Corpus (BNC) [36] to learn embedding spaces using Word2vec, fastText, GloVe, LexVec [63]
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and S-CODE [43] approaches. We use the POS tag information in the corpus to judge syn-
tactic coherence of the learned spaces. Our results show that modeling assumptions made
by S-CODE maximize syntactic coherence and thus S-CODE is superior to other models in
this regard. We show that syntactic coherence is related to semantic similarity, by analysing
the effect of word context and show that syntactic coherence is maximized with a narrow
context window and an appropriate embedding dimension. Further, we study the impact
of word frequency on syntactic coherence and the distributional behavior of the four major
syntactic word categories. More importantly, we critically analyse the major factors in the
formulation of word embedding models that tend to maximize syntactic coherence.

2 Related Works

As far as we know there has been no detailed analysis on syntactic coherence of word
embedding spaces. However the idea of using word context to infer syntactic categories have
been well explored in linguistics, cognitive science and machine learning (ML) literature.
In contemporary linguistics, syntactic categories of words are defined by the role a word
plays in the structure of a sentence. Syntactic categories therefore can be identified using
distributional tests according to which, if a word in a particular position in a sentence can
be replaced by another word then the two words belong to the same category. Thus the set
of words that can fill in a position (word-slot) in a sentence belong to the same syntactic
category. For example all the words that fill the blank in ‘The big has fleas.’ belong
to noun category [56]. The distribution of a word’s position in the structured environment
of a sentence is therefore indicative of its syntactic category. The distributional criteria
overcomes the pitfalls associated with notional or semantic criteria of traditional grammar,
which try to define syntactic categories using semantics; nouns are objects or entities, verbs
are actions, etc. In cognitive science, distributional analysis is used to model syntactic
category acquisition, as part of first language learning in children. Cluster analysis on word
co-occurrences in child directed speech, show that distributional information is a major
source for syntactic category acquisition [10, 57] along with semantics, morphology and
phonology. These studies have shown that word co-occurrence statistics are a reliable source
of syntactic information, however these are mostly qualitative studies on small scale data.

In the machine learning community, induction of POS tags was one of the earliest re-
search interests within unsupervised techniques for NLP [12]. While supervised POS tagging
consistently gave superior results, the promise of unsupervised methods was to extend NLP
to resource poor languages. The main technique employed here is the Hidden Markov
Model (HMM), which models a sentence as a sequence of words, which is generated from a
sequence of latent states. The latent states correspond to syntactic categories. The unsu-
pervised estimation of the optimal state sequence is then carried out using a variant of the
Expectation-Maximization (EM) algorithm known as the Baum-Welch algorithm. Viterbi
algorithm is then used to find the optimal state sequence. However, HMMs trained using
EM have two main issues – the tendency to assign similar number of words to each state
(POS), and the need to specify number of states [31]. Bayesian methods were employed to
incorporate required sparsity to reflect the skewed distributions of POS categories observed
in language data [22, 18]. Bayesian methods also avoided the need to specify the number of
POS tags. The possibility of using word embeddings spaces to induce good quality POS tags
was shown by S-CODE embeddings [43, 21]. Unlike HMMs, the S-CODE embeddings model
the joint distribution of word co-occurrences directly through distance between embeddings
without relying on discrete states. Utilizing symmetric (both left and right) context of
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words, S-CODE induces an embedding for each word type. This simpler technique out-
performed HMMs, even though it ignored the possibility of multiple tags per word type.
The authors suggest that this was likely because the HMMs are over parameterized, as it
allowed token specific tags, and that it did not consider symmetric context. Similarly, by
making the assumption of one-tag-per-word, [35] showed that unsupervised HMM taggers
can be simplified, thereby performing better than the more general models. The current
state-of-the-art performance in unsupervised POS induction reported by [67] is obtained by
augmenting S-CODE embeddings with paradigmatic context information via substitute vec-
tors along with orthographic features of [6] and morphological features given by Morfessor
[14]. More recently, invertible neural networks have been used to obtain embedding spaces
with better syntactic coherence [28].
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Fig. 1: Word2vec model architecture (simplified).

3 Background

In this section we present the mathematical formulation of word embedding models evaluated
in this paper. We bring out the similarities and differences between these models so that we
can understand their influence on syntactic coherence. We also briefly mention the existing
benchmark evaluations available for word embedding models.

3.1 Word2vec

The Word2vec model [45, 47, 48] is a simple feed forward neural network that is trained to
predict word context within sentences. The network with a single hidden layer and certain
optimization techniques, makes training even on a Billion word corpus relatively easy. Once
training is completed, the weight vector associated with each word in the neural net is taken
to be its embedding. Word2vec provides two main variants – Skip-Gram and Continuous
Bag of Words (CBOW). In the skip-gram variant, the context prediction is one-to-many,
ie. given a target word the network predicts all its surrounding context words. In CBOW
the direction is reversed with many-to-one prediction, given a bag of surrounding context
words, the goal is to predict the target word. Thus in one variant the target predicts the
context and in the other, context predicts the target. The context for every target word in a
sentence is decided by the ‘window-size’ parameter, which allows picking the corresponding
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number of words from both sides of the target word in a sentence to form the context. We
present below the main aspects of Word2vec with reference to its skip-gram variant. The
objective function of skip-gram model is to maximize the following log-likelihood:

L =

T∑
t=1

∑
c∈Cs

t

log p(wc|wt) (1)

Cs
t = {c|t− s ≥ c ≤ t+ s, c 6= t} (2)

Where wc is a context word of a target word wt. Cs
t is a set of 2s context tokens from

either sides of the target token, s is the window size, and T is the total number of tokens in
the corpus. Since the likelihood is defined over the entire collection of tokens in the corpus,
this formulation implicitly gives more weightage to frequent words. The probability of a
word being a context word of a given target word p(wc|wt) is defined using the softmax
(equation 3), where uw is the set of hidden layer weights connecting the corresponding word
in the input layer to the hidden layer, and vw the weights that connect the hidden layer to
the corresponding word in the output layer. Also, V is the size of the vocabulary or the
total number of word types in the corpus. Thus each word w has two representations, input
representation uw and output representation vw, generally the input representation is taken
as final embedding. Figure 1 shows the 3 layer fully connected architecture of Word2vec,
where the solid-line connections are the weight vectors (vwt , uwc) associated with an active
word-context pair wt, wc. The softmax relates the conditional probability of a context word
given a target word to the dot product between the representations of these words. Since
the dot product relates two vectors by their angular distance, higher the probability of
two words being in the context of each other, lower will be the angular distance, between
their embeddings. The denominator of the softmax is a summation over all words in the
vocabulary of the corpus and is computed for every word token in the corpus. Computing
the denominator thus becomes impractical for a relatively large training corpus. Word2vec
employs techniques such as negative-sampling or hierarchical softmax to solve this issue.

p(wc|wt) =
euwt

Tvwc∑V
j=1 e

uwj
Tvwc

(3)

Negative Sampling [47] scheme is based on Noise Contrastive Estimation (NCE) [25, 52,
51] - a method to fit un-normalized models. The basic idea is to pose density estimation
as a classification problem in order to discriminate true samples from noise samples. It
uses logistic regression to fit models that are not explicitly normalized thus avoiding the
denominator in equation 3. The formulation is as given by equation 4 where σ(x) is the
sigmoid function used in logistic regression. For each true context word, k negative samples
are drawn from a uni-gram1 distribution N . This approximate likelihood function is a
variant of NCE, but it does not share the asymptotic consistency guarantees that NCE
offers [16]. However, negative sampling is good enough for representation learning and also
gives substantial performance gains.

p(wc|wt) = σ(uwt

Tvwc)
∏

wn∈Nk

σ(−uwn

Tvwt) (4)

1 to be precise, Word2vec uses uni-gram count values raised to the power of 3
4
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Hierarchical Softmax [47], on the other hand, is not an approximation but a more efficient
way to compute the Multinomial distribution by leveraging an additional structure. This
follows from word-classing in language models [23, 53]. Here the idea is to pose the original
Multinomial distribution as product of Bernoulli distributions constructed in a special way
using a hierarchical classification of the words. This is done by decomposing the probability
mass into a binary tree, where the leaf nodes represent words in the vocabulary and each
internal node encodes the probability that the predicted word is in the left/right sub-tree
conditioned on its parent node. Unlike the standard formulation where each word gets two
representations, here each word gets one representation uw and each internal node in the
tree gets one representation vn. The probability of a particular word is expressed as a
product of probabilistic binary choices from root node to corresponding leaf node, given by
equation 5. L(w) gives the number of nodes in the path from root node to leaf node of word
w, n(w, j) is the jth node in path to leaf node of word w, lc(n) gives the left child node of
node n, and Ja = bK results in +1 if a = b else -1.

p(wc|wt) =

L(wc)−1∏
j=1

σ
(
Jn(wc, j + 1) = lc(n(wc, j))Kvn(wc,j)

Tuwt

)
(5)

If a balanced binary tree is used to form the word hierarchy the computational complexity
is reduced from O(V ) to O(log2(V )), where V is size of the vocabulary. Word2vec uses a
Huffman tree and still obtains major computational gains.

3.2 fastText

fastText [7] is a neural word embedding model that is very similar to Word2vec as it bor-
rows Word2vec’s overall formulation and optimization techniques. However, it proposes to
improve the representation of rare words by incorporating sub-word information. Often rare
words are some morphological variants of a frequent word, and thus share some of its sub-
word parts. By leveraging sub-word information a rare word may borrow statistical strength
from similar words that are more frequent. fastText simplifies the idea of sub-words by sim-
ply considering the word itself and all its character-level n-grams, for n in some range, to be
its sub-words. Every sub-word is given an embedding and the embedding of a word is taken
as the average of embeddings of its sub-words. Word2vec captures distributional interac-
tions between two words via the dot-product of the embeddings of those words. fastText
generalizes the interactions to be a function (score) that simply sums up the dot-products
between sub-word embeddings of corresponding words, given by equation 6, where G(w)
gives all the sub-words of word w and zg is a corresponding sub-word embedding. The
score between two words is used to compute the conditional probabilities via the softmax,
equation 7. The rest of the formulation is same as Word2vec’s.

s(wt, wc) =
∑

g∈G(wt)

zTgvwc (6)

p(wc|wt) =
es(wt,wc)∑V
j=1 e

s(wj ,wc)
(7)
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3.3 GloVe

Unlike Word2vec and fastText which learn word embeddings by prediction, the GloVe [55]
vectors are learned directly from word co-occurrence counts. The log of co-occurrence counts
for a pair of words within a window across all sentences in the corpus is modeled as the
dot-product of two corresponding word vectors in an n-dimensional space. The vectors are
then found by weighted least-squares regression model.

L =

V,V∑
i,j=1,1

f(Mi,j)(u
ᵀ
wi
vwj

+ bi + bj − logMi,j)
2 (8)

Equation 8 gives the loss function of the GloVe model, which is defined over all word
pairs from the vocabulary of size V . Mi,j gives the total co-occurrence count of words wi

and wj in the corpus. f(Mi,j) weighs each word pair as a function of their co-occurrence
count. bi and bj are bias terms. The authors claim that GloVe’s ability to consider global
word statistics is advantageous and therefore better than Word2vec which, during each
prediction, has access only to local word statistics.

3.4 LexVec

LexVec [63] is another count based word embedding model that directly process word co-
occurrence statistics like GloVe but with a learning procedure that is similar to Word2vec.
The co-occurrence statistic utilized by LexVec is the Positive Point-wise Mutual Information
(PPMI) and not the log co-occurrence counts as in GloVe. The Point-wise Mutual Infor-
mation (PMI) is given by equation 9. When a co-occurrence count matrix M with counts
of word-context pairs (wt, wc) is given, PMI can be computed as in equation 10, where ∗
represents summation across the corresponding index. The PMI is ill-defined for any word
pair that does not occur in the corpus, resulting in −∞. In practice, often its variant called
Positive PMI is used, equation 11.

PMIwt,wc = log
p(wt, wc)

p(wt)p(wc)
(9)

= log
Mwt,wc M∗,∗
Mwt,∗M∗,wc

(10)

PPMIwt,wc = max(0, PMIwt,wc) (11)

It has been shown that the window based negative sampling used in Word2vec performs
implicit weighted factorization of a shifted PMI matrix [39]. But unlike other techniques
for matrix factorization such as SVD, which uses L2 reconstruction loss that weighs all
errors equally, Word2vec’s window based negative sampling leads to a reconstruction loss
that weighs error of frequent words more heavily. Since PPMI seems to work better for
semantic tasks than PMI [9], LexVec chooses explicit factorization of the PPMI matrix with
Word2vec’s weighing scheme.

Lwt,wc
=

1

2
(uT

wt
vwc
− PPMIwc,wt

)2 (12)

Lwt
=

1

2

∑
wn∈Nk(wt)

(uT
wt
vwn
− PPMIwn,wt

)2 (13)
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The learning process in LexVec involves minimizing two loss functions. Equation 12 gives
the loss function for positive co-occurring word pair tokens wt, wc as the L2 loss between
the dot product of their embeddings and the corresponding values in the PPMI matrix. For
every such positive pair, k negative words are sampled in a similar way as in Word2vec.
Equation 13 gives the loss for such negative samples.

3.5 S-CODE

S-CODE [43] also is a count based statistical model of word co-occurrences. But unlike
Word2vec or GloVe which are general purpose word embeddings, S-CODE was introduced
as an application of the CODE embeddings to POS induction. S-CODE is the spherical
variant of CODE [21]. The CODE embedding is a co-occurrence model for heterogeneous
data objects, say images and text, which may be used for exploratory analysis or data
visualization. Here, considering word-word bi-grams as data objects, CODE maps a word
w to two points in the embedding space, one reflecting its left position in a bi-gram φ(w)
and the other the right position in the bigram ψ(w). Thus the window-size is always 1.
The final embedding of a word is the concatenation of the two embeddings. Like other
embedding models, the goal is to have the geometry of the embedding space reflect the
statistical relation between two words in a corpus. The authors of CODE suggest that, one
way to do this is to model the joint distribution p(x, y) of words x and y as proportional

to e−d
2
x,y , where d2x,y is the Euclidean distance between the embeddings φ(x) and ψ(y).

However, the formulation will have influence of the marginals p(x) and p(y). To model only
the statistical relation between x and y avoiding the influence of marginals, CODE considers

the ratio rp(x, y) = p(x,y)
p(x)p(y) . The log of rp(x, y) is the Point-wise Mutual Information (PMI).

Equation 14 shows this formulation where Z is the partition function or the normalizing
constant.

p(x, y) =
1

Z
p(x)p(y)e−d

2
x,y (14)

Z =
∑
x,y

p(x)p(y)e−d
2
x,y (15)

However, this leads to significant complications in parameter estimation as the choice of
p(x), p(y) and d2x,y should all be consistent with p(x, y). The model is simplified replacing
the marginals with empirical marginals p(x) and p(y) as in equation 16.

p(x, y) =
1

Z
p(x)p(y)e−d

2
x,y (16)

The likelihood parameterized by the embeddings for words x and y is defined as the expected
value of the log model bi-gram probability under the empirical bi-gram distribution (equation
17).

L =
∑
x,y

p(x, y) log p(x, y) (17)

= −
∑
x,y

p(x, y)d2x,y − log Z +
∑
x,y

p(x, y) log(p(x)p(y)) (18)
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Equation 18 can be intuitively understood as follows. The third term in equation is inde-
pendent of the parameters and is therefore a constant. The first term is the negative mean
distance of all points. Due to this term the likelihood is maximized when distances between
all points are zero, i.e. when all words are mapped to the same embedding. However the
second term acts as a regularizer, pushing embeddings φ(x) and ψ(y) apart and thus away
from the trivial solution.

For a large corpus, computing the normalizing constant Z for each bi-gram in each
iteration during the training is impractical. Instead, it is found that by applying a sphere
constraint on the embedding space, i.e. by forcing the embeddings to have unit length, the
dynamic variable Z can be replaced with constant Z̃ which can be pre-computed. While the
sphere constraint stabilizes Z it also makes gradient-ascent considerably smooth allowing
for larger step sizes resulting in faster convergence.

3.6 Benchmark Evaluations

The interest in word embedding models is two-fold. One is the interest of the machine
learning community to improve performance on various NLP tasks. The other is the inter-
est of cognitive scientists and computational linguists to explain lexical semantics and its
acquisition. Similarly, evaluation of word embedding techniques is also of two kinds. Ex-
trinsic evaluations test embedding on downstream NLP tasks such as sentiment analysis
or machine translation. Intrinsic evaluations, on the other hand, test various linguistic
capabilities more directly. Major intrinsic evaluation tasks and data-sets can be classified
as follows:

1. Similarity tasks measure how well the embedding space encodes word similarity the
way humans perceive it. Humans are asked to rate given pairs of words for their
similarity on a numerical scale. This data-set is then used to measure the correlation
(Pearson/Spearman’s) between the average human ratings and similarity as measured
in the embedding space via cosine similarity. Popular similarity data sets are RG [59],
WS-353 [17], MEN [8], SimLex999 [29], etc.

2. Categorization tasks require clustering of a set of words into gold standard cate-
gories in the embedding space. The purity of the obtained clusters is then measured.
Categorization task may be considered as more reliable than the similarity task be-
cause choosing a word to belong to a category is relative to other words in the set
and not an absolute measure like the similarity scores given by human raters. Popular
categorization data-sets are AP [2], Battig [4], BLESS [5], etc.

3. Analogy tasks require embeddings to solve word analogy problems. It is posited that
the relation between any two words of a given relation is encoded in their correspond-
ing difference vectors. Therefore vector algebra can solve for an unknown vector, eg
Beijingvec ∼ Japanvec − Tokyovec + Chinavec. Solving word analogies were popular-
ized by Word2vec, however the idea was first introduced 40 years before in [60]. The
Word2vec papers introduced two data-sets: One with both syntactic and semantic
analogies called Google and the other with only syntactic analogies called MSR.
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BNC Tag Hierarchy

verb

vvb: 12968, 1192659
vvd: 8429, 1866391
vvg: 9367, 1230118
vvi: 8654, 2412540

vvn: 8366, 2020216
vvz: 6789, 709666

noun
nn0: 30232, 500503
nn1: 115339, 14430585
nn2: 58130, 5218330
np0: 156002, 3854603

adjective aj0: 98280, 6388568
ajc: 1539, 196566
ajs: 1027, 92796

adverb
av0: 8735, 4547143

non-lex
pur: 4, 432472
pul: 8, 426262

puq: 9, 1664777
zz0: 421, 159819
ord: 802, 346678

crd: 57867, 1840718

pun: 52, 11090844
unc: 58976, 515505

be
vbi: 6, 643864

vbg: 6, 84994
vbn: 8, 259852
vbd: 42, 1194890
vbb: 50, 638998
vbz: 64, 1301846

do

vdg: 7, 27173
vdd: 6, 135723
vdi: 10, 80557

vdz: 7, 67662
vdn: 12, 34276
vdb: 44, 193202

have

vhn: 5, 25970
vhg: 7, 34251
vhi: 14, 201685

vhd: 20, 422917
vhb: 27, 347582
vhz: 18, 285825

question avq: 58, 242932
pnq: 24, 213692
dtq: 81, 639864

particleavp: 44, 746605
xx0: 62, 772618

cunjunction cjt: 19, 658984
cjs: 200, 1368286
cjc: 204, 3456690

determiner

dt0: 355, 2317487
at0: 276, 8695242

dps: 89, 1400684

pronoun

pnx: 103, 119462
pnp: 396, 4971510
pni: 123, 296994

preposition

prp: 418, 7907676
prf: 8, 3042194

marker

pos: 4, 493689
to0: 7, 1603532

other

ex0: 14, 245929
vm0: 101, 1432954

itj: 744, 378180

Fig. 2: A hierarchy of BNC tags along with corresponding type and token counts.

4 Experiment Setup

4.1 Corpus and POS Tag Source

We have used the British National Corpus (BNC) [36], a 100-Million-word corpus of British
English in all our experiments. BNC is a synchronic corpus and comprises of a wide range
of text samples, both written and spoken (10%), of contemporary British English. The
corpus has been annotated with part-of-speech (POS) tags of words using the CLAWS4
tagger [37, 20]. The CLAWS4 tagger is a hybrid multi-pass algorithm with lexicon based,
rule based (word endings, templates) and statistical (Viterbi alignment) components. A
core sample (2 Million words) of the corpus has been manually post-edited. Error analysis
on small portions of the corpus showed a tagging accuracy of about 95%. The main tagset
(C5) has 57 word-class tags and 4 punctuation tags. In addition to the main tagset an
extended tagset (C7) of 152 tags has been used to tag the post-edited core sample. Further,
the BNC also has what are called portmanteau tags, a total of 30, such as aj0-nn1. These
tags, also called as ambiguity tags, are assigned to words when the tagger does not have
enough information to tell them apart. These portmanteau tags cover nearly 4 million
tokens (3851373 to be precise) in the corpus. We do not consider portmanteau tags in our
experiments. Figure 2 gives type and token counts for each of the tags (C5). In the figure,
the original BNC tags, which we call fine-grained tags, have been grouped into coarse-grained
tags forming a hierarchy. For example fine-grained tags such as nn0 and nn1 belong to the
coarse-grained tag noun.

4.1.1 Major and Minor Tags

The BNC tagset has 61 tags in all. We divide the tagset into two sets: Major and Minor
tags. Minor tags are the ones that mostly mark functional and closed class words, having
low type counts or are non-lexical tokens such as punctuations or numbers. There are 47
of them. For example, forms of be, have, do verbs. Word types belonging to these tags
are often just a handful but some of these tags have considerable number word types. For
example the tag vbz is expected to have is, isn’t as the only two word types. However
tokens such as title-is, family-is are also tagged as vbz. Such hyphenated words make up
majority of word types in these tags but these occur only sparingly in the corpus. The prp
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(a) Word Types (b) Word Tokens

Fig. 3: Proportion of types and tokens in the 4 major coarse-grained tags in BNC.

tag (preposition) is one of the tags that has a good number of word types. Here also 275
of the 418 word types are words that occur less than 10 times in the corpus, in hyphenated
form. Another tag that is worth mentioning here that we consider minor is itj (interjection).
It is generally considered as an open word class, but 569 of 744 word types marked with
this tag occur less than 10 times in the corpus.

The remaining 14 tags we consider as major tags — nn0, nn1, nn2, np0, vvb, vvd,
vvg, vvi, vvn, vvz, aj0, ajc, ajs and av0. These fine-grained tags are grouped to form
coarse-grained tags noun, verb, adjective, and adverb, which we shorten to nn, vv, aj,
and av respectively. We use tag ot (other) to refer to the set of all minor tags. Figure 3
gives the percentage of types and tokens belonging to each of the major coarse-grained tags
in the BNC.

4.2 Processing of Corpus

For our study we use the current version of BNC - BNC XML [13]. The corpus consists
of 4049 xml files. We parse each xml file, extract only the required information on to a
new single text file. Main considerations in this processing are the following: Any item
with a pos-tag is considered a token. However, multi-word-expressions (MWEs) are an
exception as these are also given pos-tags. We ignore pos-tag associated with MWEs and
consider words within an MWE, each with its own pos-tag, as separate tokens. Each token
is then prefixed with its C5 pos-tag (eg: nn0:love). Word casing is normalised to lower
and sentence boundaries are maintained.

This gives us a corpus with 111,976,741 tagged tokens. We use this text for all analysis.
For creating word embeddings we remove punctuations, numerals and words with brackets
and parentheses. We also remove tag-prefixes in each word token giving a token count of
98,359,290 and a type count of 641,794.

4.3 Evaluation Measure: sync-score

POS induction methods that use HMMs implicitly cluster tokens based on their distribu-
tional behavior. Quality of induced POS clusters are then evaluated using measures such
as many-to-one, V-Measure, etc [12]. Since word embedding models do not form explicit
clusters, one needs to perform clustering on the embedding space post the embedding pro-
cess. However, our goal in this paper is not to perform POS induction. Instead we are only
interested in quantifying how well syntactic information is encoded in the word embedding
space, without bringing in the complexity and limitations of clustering algorithms. We wish
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to measure the degree to which pairs of words within the embedding neighbourhood belong
to the same syntactic category. Instead of defining a neighbourhood via clusters we simply
look at m nearest neighbours.

sync-score =

∑
w∈P

∑
w′∈Em

w
δw,w′

|P| ×m
(19)

where δw,w′ =

{
1, if POS(w) = POS(w′)

0, otherwise

This gives us a simple accuracy based measure which we call syntactic coherence score or
sync-score for short (equation 19). Given a word embedding space, we probe the embedding
space with a set of n probe words (P). For each probe w we fetch its m nearest neighbours
in the embedding space (Em

w ). For every probe word w and its neighbouring word w′ we
compute how often w and w′ belong to the same syntactic category ie. POS(w) = POS(w′).
POS(w) returns the common POS tag, either fine-grained or coarse-grain, associated with
word w in the given tagged corpus. Thus, sync-score measures the accuracy with which
two words in some neighbourhood in the embedding space belong to the same syntactic
category. Coherence of word embedding spaces have previously been explored in [9, 64].

4.4 Embedding Model Implementations

For Word2vec and fastText we use the Gensim2 implementations available for Python. For
GloVe and LexVec we use the original implementation of [55]3 and [63]4. For S-CODE we
could not source the original implementation of [43], we use the implementation available
in the code distribution of [67]5. Two major parameters in Word2vec, fastText, GloVe and
LexVec are window-size and embedding dimension. While embedding dimension is a major
parameter in S-CODE, window-size is not, as it is always 1. All models are trained for 5
iterations, other parameters in respective models are set to defaults in their corresponding
implementations. For benchmark evaluations we use the Python module released by the
authors of [30]6.

5 Experiments

5.1 Effect of Context on Syntactic and Semantic Behavior

Our first experiment is to evaluate the effect of context size in extracting syntactic behaviour
as opposed to semantic behavior. We wish to check if we can clearly understand these as
distinct and separate functions of word context. [9] shows that a narrow context (window-
size=1) maximize performance on both syntactic and semantic tasks. We however feel that
the tasks they employed are not expressive enough to distinguish syntactic properties from
semantic properties. Distributional tests from contemporary linguistics may offers some
insights. The set of words that can fill a position or word-slot in a sentence should agree

2 https://radimrehurek.com/gensim
3 https://nlp.stanford.edu/projects/glove/
4 https://github.com/alexandres/lexvec
5 http://www.denizyuret.com/search/label/Downloads
6 https://github.com/kudkudak/word-embeddings-benchmarks
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Fig. 4: Results of Exp 1: Effect of window-size on sync-score and other benchmarks.

in their syntactic category. However, at the same time, those words may also agree with
the semantics of the sentence. For example the word-slot in “The big has fleas.” can be
filled by any word that refers to something big that can have fleas, which is a subset of the
noun category. It is clear that the size of context dictates required semantics, the context
here being the full sentence. Instead if we consider a narrower context of one word to the
left of the word-slot, the set of words would be a larger subset of category noun as the
word-slot is influenced only by an adjective (big). Anything which can be big may be picked
up for filling the slot, there is no further semantic requirements. If we consider a broader
context, possibly beyond the given sentence, the set becomes semantically more specific and
hence smaller. Therefore, we may argue that broad context windows will capture more of
semantics and at the same time also retain appropriate syntactic information.

In distributional semantics the effect of context can be understood in terms of two
distinct yet often confounded aspects of semantics – similarity and relatedness. Two
words are similar if they share common attributes, like ‘cat’ and ‘dog’, and related if they
occur together in the world and in language usage, like ‘dog’ and ‘leash’. It seems there is
some consensus that wider context tends to capture more of relatedness and narrow context
captures more of similarity [38, 1, 32]. Since syntactic similarity can be seen as the broadest
and simplest form of similarity between words, we may reason that syntactic coherence will
be maximized with a narrow context. Word similarity does not cross syntactic categories
but word relatedness often crosses these boundaries, for eg. ‘dog’ and ‘bark’. Therefore as
broader context captures more of relatedness, it can in-effect deteriorate available syntactic
information. We put this to test by evaluating the skip-gram model of Word2vec with
varying context sizes on syntactic coherence and on major benchmark data-sets for intrinsic
evaluation of semantic content. Here we consider words that occur at least 10 times in the
corpus to be the vocabulary of the embedding space.
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Results and Observations

Figure 4 plots sync-scores for varying window sizes of the skip-gram model along with results
of other benchmark tests that showed a consistent dependence on window size. These are
MEN, RG65, WS353 and SimLex999 in similarity; MSR, semantic and syntactic portion of
Google, named GSEM and GSYN respectively, in analogy; and BLESS in categorization.
Since all these measure a value between 0 and 1, we are able show all in one plot. Similarity
task measures Spearman’s rank correlation, categorization measures cluster purity [42], and
analogy measures accuracy. At the outset we see that sync-score degrades rapidly as we
increase the window size. It does not stay the same as intuited by the distributional tests.
This is consistent with the reasoning we arrived at by relating window size to semantic
similarity and relatedness. Looking at the similarity tests, we see that except for SimLex999,
increase in window size increases the correlation values. This may seem contrary to our
hypothesis, as we expect similarity to degrade with increase in window size. However, the
authors of SimLex999 point out that a good portion of word pairs in previous data-sets that
have been rated high for similarity are in fact not so similar but more related. SimLex999
was created by explicitly instructing the annotators for measuring similarity instead of
relatedness, and therefore this is a stronger benchmark set for similarity. SimLex999 and the
other 3 relatedness dominant datasets (RG65, MEN and WS353), therefore are behaving
as expected. Coming to tests for analogy, we see that GSEM shows positive correlation
with window size. As analogies are expected to capture word relations, word pairs in
these datasets exhibit relatedness. Therefore GSEM supports our hypothesis. The trend
is somewhat reversed with syntactic analogies as shown by result of MSR. This is because
syntactically related pairs, say ‘walk’ and ‘walked’, also exhibit good amount of semantic
similarity. However, MSR and GSYN are not maximized at window-size=1, but at window-
size of 2 and 5 respectively. A possible explanation for this is that analogy tasks measure
something more than coherence. In order to solve a word analogy, embeddings of related
words should also have a consistent vector difference. This may explain the need for a slightly
wider context as it may help stabilize the direction of the difference vector between related
word pairs. Lastly the BLESS dataset, in categorization, addresses semantic relatedness, and
is consistent with our hypothesis. Thus our experiments generally agree with the hypothesis
that wider context windows maximize relatedness of words and narrow contexts maximize
similarity [38, 1, 32]. Since syntactic similarity and semantic similarity can not be addressed
in complete isolation we see that syntactic coherence is also maximized with narrow context.

5.2 Best Model for Syntactic Coherence

Our second experiment is to find the embedding model that maximizes syntactic coherence.
We consider popular general purpose models such as Word2vec, fastText, GloVe and LexVec
along with the more specialized S-CODE. We use window-size=1 for all the general purpose
models taking cue from the previous experiment. S-CODE by design has a window-size of
1. Since Word2vec has two main variants and two optimization techniques we have four
different models. The four Word2vec models are labelled - sgns, sghs, bwns, and bwhs
for skip-gram with negative sampling, skip-gram with hierarchical softmax, bag-of-words
with negative sampling, and bag-of-words with hierarchical softmax respectively. fastText
also has these 4 variants, but here we keep only its sgns variant, naming it fasttext, as it
is the default fastText model. LexVec has 3 variants, a base model as described in section
3.4, a model with positional context [61], and one with sub-word information [62]. Here
we keep only the base model, naming it lexvec. The GloVe and S-CODE models are
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dim 10 24 50 100 300 10 24 50 100 300

model major fine-grain major coarse-grain

sgns 0.59 0.67 0.66 0.65 0.63 0.81 0.82 0.82 0.81 0.79
sghs 0.56 0.66 0.66 0.65 0.62 0.76 0.82 0.82 0.81 0.79
bwns 0.65 0.72 0.72 0.72 0.71 0.84 0.86 0.86 0.86 0.85
bwhs 0.65 0.72 0.72 0.71 0.69 0.84 0.86 0.86 0.86 0.85
fasttext 0.59 0.69 0.69 0.68 0.65 0.80 0.83 0.83 0.82 0.81
glove 0.47 0.49 0.51 0.51 0.51 0.68 0.69 0.70 0.70 0.70
lexvec 0.35 0.47 0.48 0.48 0.45 0.57 0.71 0.71 0.69 0.67
scode 0.74 0.79 0.80 0.80 0.80 0.91 0.91 0.91 0.91 0.91
rand 0.16 0.16 0.16 0.16 0.16 0.42 0.42 0.42 0.42 0.42

Tab. 1: Results of Exp 2: Sync-scores for embedding models under study.

named glove and scode respectively. We have seen that distribution of syntactic categories
is highly non-uniform (figure 3). For example around 70% of words are nouns. To get
an idea of maximum sync-score possible by the very nature of word distributions, we test
the syntactic coherence of random embedding spaces also. The rand embedding models
have words attached to random points with the value at each dimension being drawn from
a uniform distribution between -2.0 and +2.0. This gives a total of 9 embedding models.
Since the optimal embedding dimension for syntactic coherence is not known, all the models
are trained on varying embedding dimensions – 10, 24, 50, 100 and 300 giving a total of 45
embedding spaces. The embedding spaces are tested on major fine-grained tags as well as
major coarse-grained tags. In this experiment we limit the model vocabulary to words that
have occurred at least 100 times in the corpus, giving a vocabulary of around 31K words in
each model. All other words in the input corpus are replaced with UNK token before training.
The syntactic coherence is measured using all 31K words as probe words, and considering
200 nearest neighbours for each word.

Results and Observations

Table 1 gives the results of this experiment. The most striking observation is that S-CODE
embeddings are superior to all other embeddings by a large margin, giving fine-grained
and coarse-grained sync-scores of 80% and 91% respectively while the next best is given by
Word2vec (72% and 86% respectively). The other striking observation is the rather poor
performance of GloVe and LexVec embeddings. LexVec mostly performs inferior to GloVe,
suggesting that at least when it comes to syntactic coherence, PPMI is no better than bi-
gram counts. In Word2vec models, bag-of-words outperforms skip-gram by about 5%. This
is due to the fact that skip-gram is a bi-gram model while bag-of-words with window size of
1 is a tri-gram model, and therefore has access to more distributional information at once.
Another observation is that of the equivalence of negative-sampling and hierarchical softmax.
The former is an approximation of the latter, however negative sampling is almost equivalent
or even slightly better than hierarchical softmax. Incorporating sub-word information, as
with fastText, offers a small advantage over vanilla sgns. Though it should be noted that in
this experiment we have dealt only with frequent words, and fastText’s claimed advantage
is over rare words. Another interesting observation is the influence of embedding dimension
on sync-score. The sync-scores seem to peak around dimension 50, though this is not very
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freq-range nn% vv% aj% av% ot% total

[1K,∞) 54 20 14 4 7 7195
[100, 1K) 60 17 16 3 5 23973
[80, 100) 61 15 16 3 5 4225
[60, 80) 64 13 15 2 7 6042
[40, 60) 64 12 14 2 7 10328
[20, 40) 66 10 14 2 8 22747
[10, 20) 66 7 15 2 10 33491
[6, 10) 64 6 15 1 11 36805
[1, 6) 46 3 14 1 21 496771
[1, 6)∗ 46 3 14 1 20 30000

Tab. 2: Distribution of coarse-grained tags on varying word frequency ranges in the BNC.

Fig. 5: Results of Exp 3: Sync-scores for varying frequency ranges of probe words.

evident in table 1 due to the decimal rounding. This suggests that lower dimensional spaces
may not have enough capacity to encode the required distributional information. Also, after
reaching an optimum dimension, adding further dimensions tends to pick up more of noise
that degrades the performance. Interestingly we find that some peaks are more flat than
others. For example, with S-CODE the maximum for coarse-gained sync-score happens at
dimension 100, which is observable only in the 5th decimal place. This suggests that the
modeling formulation of S-CODE is not only optimal but also more robust as it is least
perturbed by the choice of embedding dimension.

5.3 Syntactic Coherence and Word Frequency

Our third experiment is to throw some light on the behaviour of syntactic coherence as a
function of frequency of probe words in the corpus. Frequent words generally obtain good
embeddings. Word frequencies in any corpus follow a power-law distribution and have very
long tails, accounting for large number of words that occur only a few times. Frequent
words are only a tiny minority in any corpus. Table 2 gives the distribution of major coarse-
grained tags for words in varying word frequency ranges. Frequency range denoted as [x, y)
indicates a set of words that have occurred more than or equal to x and less than y times
in the corpus. The frequency range [1, 6) has around half a Million words. To reduce the
computational requirements of this experiment we take a random sample of 30K words from
the set of words in this frequency range, shown in table 2 as [1, 6)∗. For each frequency
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range [x, y), a 50 dimensional embedding space is created with words that occur at least x
times. This is done with every embedding model under study. For each embedding space
with a vocabulary of words that occur at least x times, the set of words in corresponding
frequency range of [x, y) is used as probe words to measure major coarse-grained sync-score.

Results and Observations

Figure 5 shows the plot of major coarse-grained sync-score, for all the models having an
embedding dimension of 50, against frequency range of probe words. We see that S-CODE
embeddings dominate other models on all frequency ranges except the last two. By lever-
aging sub-word information, fastText is able to beat S-CODE at very low frequency ranges.
While performance of all models gradually taper downwards as the frequency of probe words
diminishes, fastText is able to maintain its performance, taking a dip only at the lowest fre-
quency range. Incorporating sub-word information clearly stands out as a very effective
method to improve representation of rare words. We see that the highest frequency range is
not the one with maximum sync-score. This is expected, as most frequently occurring words
are also generally highly ambiguous. S-CODE, Word2vec models and LexVec display similar
sensitivity towards probe word frequency. However, GloVe’s behavior is slightly different.
The difference in sync-score from frequency range [100, 1K) to [80, 100) is noticeably larger
in GloVe. GloVe appears to be more susceptible to influence of word frequency compared
to other embedding models. In the previous experiment negative sampling and hierarchical
softmax appeared rather equivalent. But in this experiment we see that when it comes to
rare words, as is more evident in bag-of-words models, hierarchical softmax offers a consider-
able performance boost over negative sampling, giving some credence to the understanding
that un-normalized models can approximate the true model when the sample size is large
enough, but fail to do so in more parsimonious situations.

5.4 Per Category Syntactic Coherence with Varying Neighborhood
Sizes

Our previous experiments explored expected syntactic coherence in the entire embedding
space. In this experiment we evaluate the coherence exhibited by words in each of the
four major syntactic categories separately. In order to better understand the geometry of
the word embedding spaces with respect to syntactic coherence we do so while considering
varying number of nearest neighbours in the computation of sync-score. Here we vary the
number of nearest neighbours from 50 to 1000 in steps of 100. Note that the number of
nearest neighbours is one of the two parameters required to compute sync-score, the other
being the set of probe words, variations of which we explored in the previous experiment.
We test 50 dimensional embeddings of sgns, bwhs, scode, fasttext, lexvec and glove,
with a vocabulary of words occurring at least 100 times. Also, we use the entire vocabulary
of the embedding space as probe words.

Results and Observations

Plots in Figure 6 show how per category sync-scores degrade as we increase neighbourhood
sizes from 50 to 1000. Across all models we see that nouns have relatively high and stable
sync-scores up to 1000 nearest neighbours. Coherence of adverbs on the other hand is
most susceptible to the size of neighborhoods in the embedding space. It is evident that
distributional behavior of adverbs is least distinct when compared to the rest. However,
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Fig. 6: Results of Exp 4: Syntactic coherence of major syntactic categories with varying
neighbourhood sizes.

one must also take in to consideration the fact that while nouns are represented here by
around 18K words in the embedding space, the number of adverbs is only around 1K.
Apart from giving high and stable sync-scores for nouns, verbs and adjectives we see that
S-CODE’s sync-score for adverbs is minimally steep over varying neighbourhood sizes. Also
interestingly, sync-scores of GloVe seem to be least influenced by larger neighbourhood sizes
but the scores are relatively poorer even in small neighbourhoods.

6 Discussion

Our experiments have quantitatively measured the capacity of various word embedding
models to encode syntactic category information as distinct neighborhoods. For a more
qualitative understanding we visualize the embedding spaces in figure 7, by first perform-
ing dimensionality reduction using PCA. The quality of syntactic coherence in S-CODE
embeddings stands out from the rest in comparison. It is a clear indicator of the distinct
distributional behavior of the four major syntactic word categories, which comes to light
under appropriate modeling assumptions. Also, it agrees with the observation we made in
the previous section that the distributional behaviour of adverbs is least distinct, as these
words are observably more spread out in all embedding models.

In each experiment we have tried to reason about specific aspects of the modeling for-
mulation in different embedding models that are indicative of being causative of certain
desirable properties when it comes to syntactic coherence. We have only evaluated existing
models, and used them as-is. We collate our observations and rationalization below.

1. We clearly see that the optimum context is a symmetric window of size of one, i.e one
context word towards the left and one context word to the right of the target word.
However, we note that the possibility of asymmetric windows, i.e. either just left con-
text or just the right context, is not explored here. Our study also showed the need to
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Fig. 7: Visualization of syntactic coherence in the studied embedding spaces.

identify the optimal embedding dimension in order to maximize syntactic coherence.
We find that a dimension between 50 and 100 generally works well enough. However,
we note that this range is very much dependent on the corpus used, as shown by [68].
But more importantly, they give a theoretical proof that the optimal dimensionality
may be understood as the bias-variance trade-off of a novel loss function defined be-
tween the real embedding space and the ideal one. This also can be interpreted as
the signal-to-noise ratio from information theory, according to which they reason that
dimensions below the optimal loses signal and the ones above the optimal adds noise.

2. We find that S-CODE generally outperforms other models by a large margin. One of
the main factors that lead to this is the separation of left and right context in S-CODE’s
formulation. S-CODE embedding is a concatenation of two separate embeddings, one
of left context of words and the other of the right context. In all other models this
separation is not maintained. A systematic study in [9] has also shown that keeping
contexts separate is better for syntactic tasks than having them summed up.

3. Word2vec introduced two optimization techniques aimed at reducing the training time
on a large corpus. In experiment 3 we find that hierarchical softmax is a better
alternative, as it handles rare words much better than negative sampling. The two
are otherwise fairly equivalent in our case. We could not find any papers in the
literature that report similar findings, but this understanding is generally accepted by
the authors of Word2vec [44].

4. The optimization trick employed by S-CODE is to constrain the embedding space
to be spherical by normalizing the vector norms to unit length. This follows from a
finding that doing so stabilizes the value of the normalizing constant which thus can be
precomputed, drastically speeding-up the training process. Apart from computational
gains, we feel that this is another important factor that contributed to success of
S-CODE in our experiments. Because by constraining vector lengths the model is
forced to encode information more along the direction of vectors, encouraging distinct
vectors to be angularly more spread out. Bounding the max value of the norm, hence
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called max-norm, has been understood as a regularization method in collaborative
filtering [34]. [19] showed that such norm bounds happen implicitly in sgns due to
SGD. [66] showed that explicit normalization improves the retro-fitting of bilingual
embeddings used in dictionary induction. Also such normalization is currently part of
the ‘bag-of-tricks’ in deep learning research after being introduced in [65].

5. Incorporating sub-word information into the representation of words came out to be
really effective to deal with the problem of sparsity when it comes to rare words.
Simply taking the sum of character level n-grams of each word, as shown by fastText,
is a good strategy to tackle the problem.

6. A major decision in the modeling formulation is the choice of what to encode in the
embedding space. What is the appropriate word co-occurrence statistic that maximizes
the signal-to-noise ratio particularly for syntactic coherence? We saw log of bi-gram
counts in Glove, Positive PMI in LexVec, and PMI in S-CODE. Word2vec and fastText
being predictive neural models, they do not have to choose the appropriate statistic.
However, we know that Word2vec’s sgns implicitly factorizes the PMI matrix [39].
Since S-CODE performs much better than all other models, we may reason that PMI
plays a major role. The authors of S-CODE point out that PMI nullifies the influence of
marginals (or word uni-gram frequency) therefore is a stronger measure of association
than raw joint probabilities (or word-word bi-gram frequency). In our experiments
we saw that GloVe was more susceptible to word frequency, suggesting that word
frequency information is a source of noise when syntactic coherence is concerned.
[64] show that word embeddings can quite accurately predict occurrence frequency of
words, GloVe being much better at it than Word2vec. [54] show that top principle
components of word embeddings encode word frequency information, thus having those
removed makes the embeddings stronger. Therefore we feel that, though Word2vec
implicitly deals with PMI, making it explicit as in S-CODE is yet another reason
S-CODE trumped over Word2vec.

7. Why does PMI work better than PPMI when it comes to syntactic coherence? PMI

may be expressed as log p(w|c)
p(w) , and takes values from −∞ to +∞. It is the informa-

tion gained or lost (in bits), about a word when it co-occurs with another word, as
measured by its conditional probability, over the information about itself, measured by
its marginal probability. PMI is a spectrum of both positive and negative association
measures, the negative spectrum being a measure of non-association. To understand
why both positive and negative spectrum is important for syntactic coherence than
just positive spectrum, we extend an argument made in [39] about why PPMI is more
valuable for semantics than PMI. Positive associations are more natural to seman-
tics than negative associations. Humans can easily think of positive associations, say
‘snow’ and ‘Canada’, but may find it much harder to come up with negatively asso-
ciated words, say ‘desert’ and ‘Canada’. But when it comes to syntactic coherence
we can easily see otherwise, positive associations tell much about syntactic behaviour
of words but so do negative associations. For example, if a word has high negative
association say with adjectives it is a good indicator that the word may not be a noun.

As Word2vec brought vector space models back to prominence, there has been some interest
in using it for POS tagging [40, 28]. One should note that word embedding models alone
cannot be used for POS tagging. Tagging is generally seen as assigning context specific POS
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tags to a sequence of word tokens in a sentence. Word embeddings, of the kind we evaluated
here, assume one representation per word type, which is an expectation on all possible
distributional behaviors of a word type in the corpus. Therefore, the possibility of token-
level POS tagging does not directly fall out of word embeddings. However, the potential
for type-level tagging, i.e. assigning a POS tag to each word in a wordlist, is very obvious.
POS tag distributions generally tends to be sparse. As a large majority of words in a corpus
are likely to take a single predominant tag. Therefore, methods for unsupervised type-level
tagging are valuable especially for NLP systems in resource poor languages [35]. Though in
this paper we have not explored the effectiveness of type-level tagging via clustering in the
embedding space, we hope that syntactic coherence is an appropriate proxy or an important
requirement.

Lastly, we have also attempted to study interaction of syntactic coherence with semantic
properties of words. Specifically, we have tried to look at syntax and semantics as distinct
functions of word context. Our experiments showed that syntax is a function of a narrow
word context (window-size=1) and semantics, a function of broad word context. However,
we feel it is best to explain both in terms of similarity and relatedness, because when
sync-score is maximized, similarity, as measured by SimLex999, is also maximized. Thus,
narrow context essentially captures semantic similarity. POS similarity being the broadest
measure of word similarity, it too is maximized. Therefore, we may conclude that syntactic
coherence is tied up with semantic similarity which however appears to be largely separate
from semantic relatedness.

7 Conclusions

In this paper we have looked at one specific property of word embeddings, namely, Syntactic
Coherence. We have shown that a lesser known count based word embedding technique,
called S-CODE, generally outperforms the more popular methods such as Word2vec, fast-
Text, GloVe and LexVec in this regard. More importantly, we have critically analysed the
various factors in the formulation of word embedding models and how they may influence
embedding spaces to have higher syntactic coherence. Our investigations give a deeper in-
sight into the geometry of embedding spaces with respect to syntactic coherence, and how
this is influenced by context size, dimension of the space, word frequency and size of neigh-
bourhoods in an embedding space. We have explored these aspects by exhaustive coverage
of the word embedding space with a new evaluation measure known as sync-score that
utilizes POS information in a large corpus. In our attempt to juxtapose syntax and seman-
tics on the grounds of word context, we see that syntactic coherence finds its position at
lower rungs in the continuum, from gross to the subtle, of semantic similarity, and therefore,
may not be completely isolated from semantics. Although our study was limited only to
the English language, we believe the insights drawn here should be applicable to other lan-
guages as well, and should be of interest to anyone looking for unsupervised POS induction
or type-level tagging especially in resource-poor languages.
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